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Abstract 
Increasing numbers of patients with disabilities or elderly 
people with mobility issues often suffer from a pressure ul-
cer. The affected areas need regular checks, but they have a 
difficulty in accessing a hospital. Some remote diagnosis 
systems are being used for them, but there are limitations in 
checking a patient’s status regularly. In this paper, we pre-
sent a remote medical assistant that can help pressure ulcer 
management with image processing techniques. The pro-
posed system includes a mobile application with a deep 
learning model for wound segmentation and analysis. As 
there are not enough data to train the deep learning model, 
we make use of a pre-trained model from a relevant domain 
and data augmentation that is appropriate for this task. First 
of all, an image pre-processing method using bilinear inter-
polation is used to resize images and normalize the images. 
Second, for data augmentation, we use rotation, reflection, 
and a watershed algorithm. Third, we use a pre-trained deep 
learning model generated from skin wound images similar 
to pressure ulcer images. Finally, we added an attention 
module that can provide hints on the pressure ulcer image 
features. The resulting model provides an accuracy of 
99.0%, an intersection over union (IoU) of 99.99%, and a 
dice similarity coefficient (DSC) of 93.4% for pressure ul-
cer segmentation, which is better than existing results. 

 Introduction   
As technology advances, telehealth approaches are in-

creasingly attempted as a medical assistant. The system 
can potentially allow patients to check their medical condi-
tions at home rather than visiting a hospital physically. 
Such a system is particularly imperative for patients with 
disabilities or mobility issues. As some patients with disa-
bilities are paralyzed or live in a bed, some part of their 
body is constantly pressured. These skin wounds are called 
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pressure ulcer (PU). The existence, size, and depth of the 
PU are important for these patients because the diagnosis 
method varies depending on the information. As these pa-
tients have a difficulty in accessing a hospital but need 
continuous monitoring and management, a remote man-
agement system is very needed. In this study, we propose a 
remote medical assistant that allows patients or their assis-
tants to continuously manage the wound by capturing the 
image using their mobile phones. Our system architecture 
is shown in Fig 1. A deep learning model analyzes and 
segments the images collected by the patients, and the 
segmented wound images are visualized. The visualized 
images help a doctor assess the wound area and suggest 
how to treat the wound or when to visit the hospital. We 
expect that by using such automated analyses of the wound 
area, a remote assessment and treatment by a doctor can be 
done more efficiently.  
 

Existing remote diagnosis technology (Wang et al. 2018) 
makes use of a questionnaire form that asks about the pa-
tient’s wound condition. The existence, depth, and size of a 
wound are evaluated based on the patient’s judgment. Ap-
propriate treatment methods are provided according to the 
answers of the patient. However, in such systems, patients 
manually fill in the information and the system doesn’t 
analyze the wound image. This study proposes a remote 

Fig 1. A remote medical assistant for pressure ulcer care 
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management system that uses the patient’s wound images 
and applies a deep learning model to segment the wound 
area. The segmented wound area is crucial as it can be used 
to measure the size of the wound and to assess the pro-
gress. In addition, visualizing the segmented wound areas 
can assist a doctor to evaluate the wound’s status.  
 

Semantic image segmentation is a high-level problem for 
classifying photos and understanding the overall photo-
graph` scenes (Liu et al. 2018). The purpose of semantic 
image segmentation is to classify all the pixels into a speci-
fied number of classes. It is also called pixel-level classifi-
cation as a prediction for all the pixels. Image segmenta-
tion is used in various fields, such as land cover classifica-
tion and road signs detection. It is also used in medical 
fields such as medical device detection during surgery, 
brain tumors, and bedsore detection. However, due to a 
lack of relevant patient data, it is necessary to study effi-
cient image segmentation and image processing techniques 
with limited data. Our study focuses on image segmenta-
tion for medical images where data is scarce, and this pa-
per presents the results in localizing bedsore or PU. Several 
deep learning approaches have been proposed for segment-
ing or classifying wound images. For example, (Wang et 
al. 2015) studied the end-to-end method based on convolu-
tional neural networks (CNN) using 2,700 wound images. 
The Intersection of Union of the study was 47.3%. 
(Pholberdee et al. 2018) also makes use of CNN model but 
performs data augmentation using color variation given 
fewer image datasets than (Wang et al. 2015). Their meth-
od achieved up to 53% IoU. (Goyal et al. 2017) proposed 
automated diabetic foot ulcer and its surrounding skin 
segmentation by using FCN(Fully Connected Networks). 
In performance measures, FCN-16s was the best model for 
achieving DSC of 79.4% for the ulcer and surrounding skin 
region. However, the accuracy is low when segmenting 
wounds with irregular borders because the classified area is 
smooth contours. (Garcia-Zapirain et al. 2018) presented a 
classification framework with multiple pathways for PU 
images based on 3D CNN. The network used to train 193 
images and showed 92% of DSC, 95% of AUC. (Khalil et 
al. 2019) proposed various feature extraction methods 
based on color, texture, and it classified four types of 
wound tissues. This study showed an average accuracy of 
96%.  
 

In our work, for an automatic learning system, we use Re-
sidual U-Net with an attention module rather than a simple 
CNN model with a limited dataset. We first perform image 
pre-processing techniques using a medical expert’s visual 
method, observing the PU’s size and color. We also apply 
data augmentation techniques that are appropriate for med-
ical images, such as rotation, reflection, and a watershed 
algorithm. In addition, we make use of a pre-training 

method using similar wound images. For generating seg-
mentation models, we add an attention module to help the 
model focus on relevant visual features. The resulting 
model provides an accuracy of 99.0%, IoU of 99.9% and  
DSC of 93.4% for pressure ulcer segmentation, which is 
better than the existing approaches. This work’s contribu-
tion is two folds: First, we propose a method for combining 
image pre-processing, data augmentation, and an attention 
model for handling insufficient image data for pressure 
ulcer segmentation. Second, we applied them to PU image 
datasets and show that it is more effective than other cur-
rent approaches. The following section describes related 
works. The description of the data used in experiments is 
provided in the data section. We also discuss our method’ 
details in the method section, while experiments and re-
sults are given in the results section. Finally, we present the 
conclusions and future works in the last section. 

Related works 
Image segmentation refers to dividing an image into pix-

els and identifying a region of interest in computer vision. 
Image segmentation methods include fully convolutional 
networks (FCN) (Long et al. 2015) and U-Net 
(Ronneberger et al. 2015). These methods can also be use-
ful for medical image analyses. The quality of the analysis 
can be improved by conveying important information 
about the lesion’s size and shape. Much research has been 
done on the segmentation of lesions. Segmentation can 
identify the scope and the shape of the region of interest 
and help label the area (Hesam-Hesamian et al. 2019). The 
most important characteristic of U-Net is the connection 
between the same resolutions layers and it provides the 
high resolutions features to the deconvolutional layer 
(Hesam-Hesamian et al. 2019). Because of these character-
istics, the U-Net structure is more suitable for medical im-
age segmentation than (Lee et al. 2018). (He et al. 2016) 
proposed an improved model to solve the gradient vanish-
ing problem that occurs when the layer becomes deeper. 
The authors added a skip connection between layers to 
deliver the gradient well. In (Huang et al. 2017), the au-
thors proposed densely connected convolutional networks 
(DenseNet), which is inspired by the residual neural net-
work (ResNet) idea. It applied a skip connection to all the 
layers of the entire network. Our work is inspired by the 
feature extraction in which the decoder concatenates the 
encoder’s feature. We used it for down-sampling and up-
sampling. The difference from the previous study is to de-
sign a model that segments to focus only on the wound 
region by adding skip connection to convolution block and 
an attention module to the decoder, as shown in Fig 2. 
 



 

 

For automated PU analyses, several image processing ap-
proaches have been applied, including traditional computer 
vision technologies (David et al. 2017) (Elmogy et al. 
2018). (David et al. 2017) performed PU image segmenta-
tion based on contrast changes computed using synthetic 
frequencies. The authors applied various morphological 
operations such as erosion and dilation for the decomposi-
tion of the images. From the original image, once the lines 
were extracted from the entire image, the blurring bounda-
ry is cleaned using a dilation technique. Then, by applying 
erosion, unnecessary pixels outside the wound were elimi-
nated and converted into a background image. As a test 
image, 51 sheets were used and showed an average correla-
tion of 0.89. In this study, inspired by the boundary pro-
cessing method (David et al. 2017), we use a marker-based 
watershed algorithm that augments data by distinguishing 
between a wound region and a general skin area (Lalitha et 
al. 2016)(Bai and Urtasun 2017)(Fabijanska 2012). In 
(Mukherjee et al. 2014), a chronic wound image was seg-
mented using fuzzy divergence based on the thresholding 
technique. During the pre-processing of the image, the 
[red, green, blue] (RGB) image was converted to [hue, 
saturation, intensity] (HIS). The authors said that by alter-
ing the RGB image to the HIS values, they could more 
accurately extract the wound’s boundary. The resulting 
segmentation accuracy was 87.61%. In our work, PU pic-
tures are taken with different devices (personal cell 
phones), and the image’s brightness varies. Therefore, we 
used original RGB images rather than changing the color 
space HSI. (Goyal et al. 2017) used fully convolutional 
neural networks using 705 images and achieved 90% DSC. 
They implemented a two-tier transfer learning method but 
used an image dataset from an irrelevant domain. (Garcia-

Zapirain et al. 2018) presented 3D CNN with multiple 
pathways using 193 images and showed 92% DSC. They 
presented various features along with different modalities. 
However, the authors did not discuss the effective method 
given the limited dataset. (Khalil et al. 2019) also proposed 
various feature extraction based on color and texture. The 
authors classified four types of tissues with an accuracy of 
96%. But this method is not end-to-end learning for an 
automatic system. Furthermore, they did not use an atten-
tion method to improve performance. 
 

There are also a lot of image augmentation techniques 
due to a problem of a lack of image data. In (Shorten et al. 
2019), the authors used flipping, cropping, rotation, and 
noise injection. There is also a study of segmenting a 
wound image using image data augmentation. In (Shenoy 
et al. 2018), the number of images was increased using five 
methods of rotation, shifting, zooming, shearing, and flip-
ping. In (Pholberdee et al. 2018), the color variation meth-
od was applied to the wound image to increase training 
data size three times. In (Zhang et al. 2018), the authors 
augmented the wound image using DCGANs as a deep 
learning model approach. In our study, since we handle 
medical images, appropriate data augmentation techniques 
such as flipping and rotation are used. We applied reflec-
tion based on the x-axis and y-axis and rotated at an angle 
between -90 and 90 on the image. Furthermore, we applied 
a watershed algorithm to augment the data by making the 
boundary between the wound and the normal skin clear. 
 

U-Net was recently proposed in (Ronneberger et al. 2015) 
to segment biomedical images and is currently being ac-
tively used as a state-of-the-art technique. In this paper, we 

Fig 2. Residual U-Net with an Attention module 



 

 

created a baseline model with U-Net for the segmentation 
of PU images. We also apply an attention mechanism in 
the decoder. This mechanism mitigates the problem of in-
formation loss when compressing information into a fixed-
sized vector. The attention mechanism refers to the encod-
er information whenever the decoder predicts the output 
information. In (Oktay et al. 2018), the authors used an 
attention mechanism to a decoder. In this study, we apply a 
similar attention mechanism by concatenating an up-
sampling layer, and attention modules are used to extract 
critical features for PU images. However, unlike the atten-
tion method that existed in (Oktay et al. 2018), we used an 
attention module that can extract both the channel and spa-
tial features of the image to focus on the wound region, not 
just a simple attention block. 

Data 
In this study, we used three types of datasets. First, we 

used PU images collected by Dongguk University Ilsan 
Hospital. The PU image dataset consists of a total of 101 
RGB images. Second, Medetec Wound Database (MWD) 
was used (Thomas 2019). The MWD is an image dataset 
with various other wound types such as venous leg ulcer, 
arterial leg ulcer, malignant wound, and surgical wound 
infection. It consists of 264 images with a resolution of 
1024x731. Third, 1109 wound images collected by Azh 
wound care center (AZH) are also used. A pre-training was 
performed with the wound images of the MWD and the 
AZH. In addition, we performed training and testing on the 
PU images. 

Method 
Image pre-processing 

All the original images are transformed with 224 x 224 
size for training since the actual images were different in 
size. In addition, we used a bilinear interpolation method to 
resize images. Also, the pixel brightness was adjusted dur-
ing the process of resizing the image. For the pixels 
lumped together, the anti-aliasing technique was used to 
find the wound’s boundary (Trusov et al. 2020). After im-
age pre-processing, data augmentation techniques such as 
image rotation and reflection are used to solve data short-
age. We used a random value between -90 and 90 to in-
crease images for the rotation. We also used a watershed 
algorithm with a high threshold for additional data aug-
mentation techniques (Fabijanska 2012).  

 
Proposed model 
In this paper, we propose a Residual U-Net model with an 
attention module in Fig 2. The images resized become the 
model’s input, and the input data are passed through the 

convolutional block and attention module. The output is an 
image segmented for the PU region. Our model is divided 
up to encoder and decoder based on the center of Fig 2. 
The encoder in the model is the process of down-sampling 
the image. The down-sampling has a convolution block of 
2-D to extract features. And the convolution block shown 
in Fig 3 includes a skip connection to reflect the original 
features. The decoder has an attention module and a convo-
lutional block of 2-D. In the decoder, the SE block and 
attention block are used to extract the image’s channels 
and spatial features. In addition, when up-sampling is im-
plemented in the decoder, the encoder’s attention module 
was concatenated to the decoder for better up-sampling, as 
shown in Fig 2. Therefore, our model architecture can fo-
cus on the important area of the image and segment of the 
PU region. 
 

 
Pre-training 

Based on the fact that weights learned from similar imag-
es can improve the network’s performance, this study pro-
poses a pre-training method. Since the number of training 
data required for the segmentation of the PU area is insuf-
ficient, our model is pre-trained with similar wound imag-
es. The weights learned from the wound image are used to 
segment the PU image. In this study, we used PU images 
after pre-training our model using AZH and MWD images. 

 
Attention module 

An attention module consists of two blocks: a SE block 
and an attention block. As shown in Fig 4., The SE block 
extracts channel information through a global average 
pooling layer and batch normalization layer (BN) and it 
calculates each channel’s importance through a fully con-
nected layer. Thus, the SE block extracts channel infor-
mation reflected to which channel affects a lot. The atten-
tion block extracts spatial information. The block consists 
of two inputs. One is channel information extracted from 
the SE block, and the other is the convolution block. As 
shown in Fig 5., the attention block extracts spatial features 
reflected the channel features through the convolutional 
layer. Therefore, the attention module considers both the 
channel and spatial features of the previous layer. In 

Fig 3. Convolution block 



 

 

addition, the features are reflected in the up-sampling pro-
cess by concatenation. 
 

 

Results 
The pixel-level evaluation metrics are Accuracy (Acc), 

Intersection over Union (IoU), and Dice similarity coeffi-
cient (DSC). The following equations (1), (2), and (3) are 
metrics. 
The experiments were carried out on the PU dataset split 
into 70% training, 10% validation, and 20% testing.  
 
     𝐼𝑜𝑈 =  𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝/ 𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛              (1) 
𝐷𝑆𝐶 =  2 ∗ 𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝/ 𝑇𝑜𝑡𝑎𝑙 𝑝𝑖𝑥𝑒𝑙𝑠 𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑  (2) 
          Acc = (TP + FP) / (TP + TN + FP + FN)                  (3) 

 
Table 1. Comparison of results with pre-training 

 
Experiments Acc(%) IoU(%) DSC(%) 

w/ pre-training 99.0 99.9 93.4 
w/o pre-training 98.5 99.9 62.0 

 
Table 1. shows a comparison of results with pre-training. 
The results with the pre-training method show 31.4% bet-
ter performance than without pre-training in DSC.  
 

Table 2. Comparison of results with an attention module 
 

Experiments Acc(%) IoU(%) DSC(%) 
w/ attention 99.0 99.9 93.4 

w/o attention 98.9 99.9 93.3 

 
Table 3. Results compared with state-of-the-art methods 

 
Experiments Acc(%) IoU(%) DSC(%) 

Wang et al. 2015 95.0 47.3 - 
Pholberdee et al. 2018 99.0 99.7 75.3 

Goyal et al. 2017 - - 89.9 
Garcia-Zapirain et al. 2018  - - 92.0 

Khalil et al. 2019  96.0 - - 
Residual U-Net + Attention 99.0 99.9 93.4 
 

Fig 6. Segmentation results 

Fig 5. Attention block 

Fig 4. Squeeze-Excitation block 



 

 

We also show an attention module performance in Table 2. 
After applying the module, it shows 0.1%, 1.1% better 
performance in Acc and DSC than before. The segmented 
PU regions are shown in Fig 6., and the performance re-
sults are presented with previous studies in Table 3. As 
shown in Table 3, our model outperforms other state-of-
the-art techniques. Our approach that combines image pre-
processing and data augmentation showed a significant 3% 
of Acc, 0.2% of IoU, and 1.4% of DSC better performance 
than the previous study. 
 

Conclusion and Future works 
In this study, we proposed remote medical assistance sys-

tem using an image segmentation deep learning model for 
PU images. We also presented an approach for making the 
most out of the available dataset when the given image 
dataset is limited. We combined an image pre-processing, 
data augmentation, and an attention module. By applying 
this method to PU image segmentation, we achieved per-
formance improvement over existing approaches. We ex-
pect that the approach can be used to similar image pro-
cessing problems when the given image dataset is limited. 
As future works, we plan to study a model that can further 
improve the pressure ulcer analysis by using temporal 
changes. We are also interested in researching status 
changes of the patient’s wound by estimating the size and 
the depth of the wound from a limited image dataset. 
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